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Abstract

Audio Al models are increasingly used for a broad range of
applications including music and sound generation, text-
to-speech (TTS), voice cloning, emotion analysis, tran-
scription, and audio classification. However, we have lit-
tle understanding of the datasets used to create audio
Al models, a gap that leaves the field without a power-
ful tool for understanding potential biases, toxicity, copy-
right violations, and other ethical and performance is-
sues of downstream models. To bridge this gap, we con-
duct a mapping literature review of hundreds of audio
datasets used in recent music, sound, and speech Al pa-
pers. We first assess sourcing, size, and usage of these
datasets, finding that while there are hundreds of audio
datasets, few are widely used. Next, we identify nine rep-
resentative datasets, and conduct several analyses to un-
derstand biases, toxicity, representation, and quality. We
find that these datasets are often biased against women,
have stereotypes about marginalized communities, and
contain significant amounts of copyrighted work. We also
find that audio datasets often come with scant documen-
tation. To address this gap, we extend Gebru’s datasheets
for datasets (Gebru et al. 2021) to audio data, providing
domain-specific documentation guidance. Finally, to facil-
itate public exploration of dataset contents and account-
ability, we developed an audio datasets exploration web
tool available at https://audio-audit.vercel.app/. All code
for this project is available at https://anonymous.4open.
science/r/gen-audio- ethics-0F57/README.md.

Content warning: this paper contains discussions of offen-
sive language.

1 Introduction

Deep learning and ML-based techniques achieve state-of-
the-art performance on a broad range of audio process-
ing tasks, including speech transcription (Radford et al.
2023), pitch estimation (Kim et al. 2018; Liu et al. 2023b),
and acoustic event classification (Wang et al. 2022). Be-
yond solving foundational problems in audio process-
ing, these technologies support an increasing number of
higher-level human-AI interactions. For example, virtual
avatars, assistive technologies for the visually impaired,
and novel Ul paradigms use audio Al tools to improve user
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experiences (Danielescu et al. 2023; Upadhyay et al. 2023;
Yu, Parde, and Chattopadhyay 2023). More recently, gener-
ative Al has led to the development of audio-based tech-
nologies for tasks including making reservations and gen-
erating music from text Jacques et al. 2019; Wu et al. 2024).

Audio AI has been implicated and theorized in a
range of ethical and societal concerns. Emotion anal-
ysis technologies have been deployed to make auto-
mated hiring decisions, with outcomes potentially wors-
ened by bias (Akselrod and Venzke 2023). Voice actors
and musicians have alleged that their intellectual prop-
erty (IP) is being improperly used in audio datasets, in
particular by the music generation startups Suno and
Udio (Newton-Rex 2024a,b), the voice generation startup
ElevenLabs (Soni 2024), and OpenAl, which allegedly
copied Scarlet Johansson’s voice without permission (Al-
lyn 2024). Relatedly, voice Al, created using large and
broad speech datasets, are able to accurately clone voices,
and have been used in financial scams (Granda 2024) and
misinformation campaigns (Bond 2024; ANI 2024).

Our paper contributes a broad analysis of audio data
currently used to train Al models spanning the domains
of music, speech, and sound. This work is motivated by
the fact that while the downstream ethical risks and harms
of generative text and vision models have been the sub-
ject of significant prior work (Birhane et al. 2024a; Birhane,
Prabhu, and Kahembwe 2021; Bianchi et al. 2023; Hong
et al. 2024), there has been comparatively little focus and
understanding of these issues in the context of generative
audio, leading to a “documentation debt” (Bender et al.
2021) where widely used audio datasets are often poorly
documented and understood. Inspired by audits of vision
and text datasets that helped crystallize discussion of the
ethical harms present in those generative Al modalities, in
this paper we make the following contributions:

e We chart the recent landscape of audio datasets, sys-
tematizing their creation, size, usage, and submodality
through a mapping literature review of hundreds of au-
dio Al papers.

* We uncover issues with bias, representation, improper
use of intellectual property, and toxicity in nine widely
used and representative audio datasets.

¢ We extend datasheets for datasets (Gebru et al. 2021) to



audio datasets to help address their longstanding doc-
umentation debt.

e We create a web-based searchable index of these
datasets to enable further exploration by the public.

2 Background

Before detailing the methods and results of our audio
dataset and model audits, we first briefly describe prior
work in audio Al, research regarding ethical considera-
tions of such developments, and work in dataset audits
more generally.

2.1 Audio AI

To derive models from audio datasets, a number of meth-
ods have been introduced in the audio domain, mirror-
ing developments in deep learning for text and images.
This includes RNNs (Sturm et al. 2019), CNNs (Team 2019;
Huang et al. 2017), combinations of the two (Donahue,
Lipton, and McAuley 2017), and a recent turn to tech-
niques leveraging transformer architectures (Agostinelli
et al. 2023; Donahue et al. 2023; Garcia et al. 2023) and
diffusion (Forsgren and Martiros 2022; Wang et al. 2023),
especially as generative Al (GenAl) has captured public
interest. The main architectures used in audio modeling
are similar to those utilized in image and text, with ad-
justments made to handle the specifics of audio or speech
data, such as the Audio Spectrogram Transformer (Gong,
Chung, and Glass 2021), which utilize frequency repre-
sentations of audio (e.g., spectrograms) to better model
the different audio modalities. Large audio language mod-
els often will combine pre-trained large language models
(LLMs) with audio-specific encoders to extend LLM capa-
bilities to audio modalities (Tang et al. 2024; Gong et al.
2023a; Chu et al. 2023). Generative audio approaches often
borrow from LLMs (Borsos et al. 2023a) or diffusion mod-
els that act on spectrograms or waveforms directly (Liu
et al. 2023a).

While there are many semantically distinct audio
modalities, they largely fall into three categories: music,
speech, and (environmental) sound—largely referred to as
audio by the community. While historically modeling in
each of these modalities has primarily fallen under sep-
arate fields, recent advances in large audio language mod-
els have seen these distinct modalities being united under
single frameworks (Ghosh et al. 2024; Gong et al. 2023a).
These models aim to perform classical tasks, such as Auto-
matic Speech Recognition and Note Identification under a
single modeling paradigm (Tang et al. 2024) and support
applications spanning accessibility technologies to music
generation. For further information on Al for audio, Civit
etal. (2022) provide a review of music generation, Mehrish
et al. (2023) review Al for speech processing, and Nogueira
et al. (2022); Kelley and Dickerson (2020), and Palaniap-
pan, Sundaraj, and Sundaraj (2014) review Al for sound
processing.

2.2 Ethics and Societal Implications of Audio Al

In light of the recent turn to GenAl and improvements
of other ML-based audio technologies, some researchers
have started to grapple with corresponding ethical con-
cerns and implications. However, as detailed by the litera-
ture review conducted by Barnett (2023) surveying genera-
tive audio research papers, few papers consider the poten-
tial negative impacts of their work. Even further, Morreale,
Sharma, and Wei (2023) find that audio datasets are often
created without permission of audio owners and creators.
Some of these harms have started to be addressed, espe-
cially recently, such such as training data attribution of
generative audio models (Barnett, Garcia, and Pardo 2024;
Bralios et al. 2024).

Shelby et al. (2023) highlight the sociotechnical nature
of Al harms and emphasize that harms cannot exist in-
dependent of societal norms and structures—they have to
exist in a set of systems. Ruha Benjamin (Benjamin 2019)
sheds light on how technological harms (not unlike most
societal harms) have a disproportionate effect on people
of color; technologies were built for the people in power
and “often adopt the default norms and power structures
of society.” Audio harms are no exception; they can even
be magnified when we do not understand the contents of
the data. Modern voice cloning models boast of being able
to capture diverse voices, but both being able and being
unable to model voice archetypes like a “gay voice” comes
with a host of both safety and representational harms (Sig-
urgeirsson and Ungless 2024). Being unable to model a
particular voice archetype could result in harms of not
representing all types of voices, while being able to could
lead to harmful stereotyping and or require data collec-
tion that could put participants at risk. Audio Al has also
raised concerns about representation, culture, and data
rights. For example, the Maori people have accused Ope-
nAI’s Whisper transcription Al of training on recordings
of their language, te reo without permission, and then in-
correctly transcribing fe reo, potentially damaging its in-
tegrity (Mahelona et al. 2023a).

Audio deepfakes present a whole new set of harms
separate from those already realized by visual and even
video deepfakes. In 2023 alone, music featuring deep-
fake voices of popular artists went viral on social me-
dia (Coscarelli 2023; Feffer, Lipton, and Donahue 2023),
prompting the music industry to start grappling with in-
tellectual property concerns entailed by generative au-
dio models (Hoover 2023; Johnson 2023; Patel 2023; Sis-
ario 2024) and even take down online communities where
deepfake audio was proliferating (Hook 2023). Audio
deepfakes are particularly dangerous in the case of phish-
ing and fraud, where bad actors can impersonate voices
with high believability and deceive people or even bypass
voice security systems (Habib et al. 2019; Sisman et al.
2020; Kim, Kim, and Yoon 2022). Many audio papers, espe-
cially text-to-speech papers (TTS), note the potential for
misuse in form of audio deepfake (Wang et al. 2020; Kim
etal. 2020; Kim, Kim, and Yoon 2022) and some even noted
they had no plans to release their models due to the strong
potential for misuse via deepfake (Kim, Kim, and Yoon



2022). Hutiri, Papakyriakopoulos, and Xiang (2024) detail
the specific harms inherent to speech generators such as
voice clones of voice actors, “bringing back the dead,”
and audio deepfakes of public figures. Batlle-Roca et al.
(2023) focus on the specific aspect of transparency within
generative music and highlight the link between trans-
parency and creativity, originality, and ownership of Al-
generated music, suggesting that we should move towards
more transparent Al-based music generation. Within TTS
there are questions with regards to liability of harmful
speech (Henderson, Hashimoto, and Lemley 2023) as well
as harms of the reverse—a high potential for hallucination
in speech-to-text (Koenecke et al. 2024) with an estimate
of about 1% of audio transcriptions being entirely halluci-
nated.

Other ethical quandaries remain regarding the contri-
bution of these models to climate change (Douwes, Esling,
and Briot 2021; Holzapfel, Kaila, and Jaiskeldinen 2024),
speaker privacy and security (O’Reilly et al. 2024; Cham-
pion 2024), creativity (Khosrowi, Finn, and Clark 2023),
GenAI’s effect on music creators as a whole (Barnett 2023;
Lee et al. 2022) and the ethics of using voice synthesis
on deceased people (Feffer, Lipton, and Donahue 2023;
Lee et al. 2022). Beyond risks for misinformation and eco-
nomic harms to artists, recent high-profile instances of
fraud (e.g., the transfer of millions of dollars to scam-
mers leveraging GenAl to deceive targets (Lo 2024; Milmo
2024)), physiognomy (e.g., gender and sexual orientation
classification (Lee et al. 2024)), and surveillance (e.g., gun-
shot detection for predictive policing (Crocco et al. 2016))
illustrate the real-world privacy, security, and ethical risks
of these technologies.

2.3 Dataset Audits

Audits of datasets have proven vital for understanding the
behavior and forecasting biases, toxicity, and other harms
of downstream models. Prabhu and Birhane (2021) found
that the 80 Million Tiny Images dataset contained racist
and non-consensual intimate imagery (NCII), (Johnson
2020), and Birhane, Prabhu, and Kahembwe (2021) and
Thiel (2023) uncovered evidence of child sexual abuse ma-
terial (CSAM) in the LAION5B text-image dataset (Schuh-
mann et al. 2022), leading to removal of these datasets
(Johnson 2020; Cole 2023). While dataset audits incorpo-
rate a variety of methods and aims—representation, tox-
icity, privacy, or copyright concerns—they all help deter-
mine how the targeted dataset’s contents align with expec-
tations in efforts to achieve accountability (Birhane et al.
2024b). Paullada et al. (2021) surveyed dataset audits and
found they reveal representational harms and the pres-
ence of problematic content overlooked during data cura-
tion. Despite the impact of audits, Bender et al. (2021) ar-
gue that machine learning faces a dataset “documentation
debt,” with popular datasets having little if any documen-
tation. Audio suffers acutely from documentation debt,
with very few analyses of audio datasets outside of their
suitability for increasing technical performance, with the
notable exceptions of bias and representation audits of
Mozilla Common Voice (Shuyo 2014) and Leschanowsky

et al. (2024)’s audit of speaker recognition datasets used
between 2012 and 2021. Our paper builds on these anal-
yses to include recently used datasets across three ma-
jor subgenres of audio-music, speech, and sounds-and
concerns including bias, representation, stereotypes, data
quality and quantity, data sourcing, and copyright.

3 Mapping Review of Current Audio Datasets
and Models

To understand how many audio datasets exist, the distri-
bution of their usage in the research community, and how
these datasets were sourced, we conducted a mapping re-
view enhanced with systematic elements (Ferrari 2015)
utilizing the STAMP sampling method (Rogge et al. 2024)
on audio modeling papers submitted to arXiv, a preprint
platform previous studies have found to be an effective
source for current and important audio Al papers (Barnett
2023). We searched for papers uploaded between May 1
2023 and May 1 2024 to capture one year of data and an-
notated the datasets included in these papers. We chose
this time frame to capture the a recent usage of datasets
in a field that has undergone rapid changes in recent years
given fast growing academic and commercial interest in
generative Al. We analyzed audio modeling papers un-
til we approached dataset saturation (i.e., further analysis
yielded few new datasets).

Our final corpus for the mapping review included 66
papers about music, 59 papers about speech, 19 papers
about general audio (either environmental non-music,
non-speech sounds, or general purpose audio), and five
papers about music and speech (typically singing voice
synthesis)—these categories are mutually exclusive. The
authors then went through these papers and identified
any audio datasets used for training or evaluation, yield-
ing 175 unique datasets. Figure 5 in Appendix 2 provides a
visual representation of this process.

3.1 Analysis of Current Audio Datasets

We analyzed the 175 audio datasets found through our
mapping review in order to understand practices, uses,
and creation methods. For each dataset, we noted the
number of times it was used by papers in our corpus, the
number of times it had been cited overall (beyond our
sample), its size in hours, the categorization of its con-
tents (music/speech/general sound), how its correspond-
ing data was collected, and noted concerns related to po-
tential copyright infringement (see Table 1). For further
detail on how we annotated and calculated these features,
see the Appendix 2.

Distribution and Usage of Datasets Of the 175 datasets,
the vast majority of them were only used in one (n = 99;
57%) or two papers (n = 45; 26%). The full distribution can
be found in Figure 6. Only a handful of datasets were used
more than 5 times. Speech datasets had the largest skew:
most datasets were only used by one paper, while VCTK
(Yamagishi et al. 2019) was used by 14. We find a wide
variation in length even among the most popular datasets:
the Mozilla Common Voice dataset is nearly two orders



\ Overview of Datasets \

Overall | Creation Method Size (Hours) Citations Copyright
Category ‘ Datasets Scraped Sum Median Mean | Sum Median Mean ‘ Infringing ‘
Music 61 36% 74,139 19 1,236 | 14,346 98 267 33%
Speech 80 24% 573,522 59 7,546 | 39,511 202 590 20%
Sounds 31 32% 37,178 64 1,377 | 11,998 159 461 35%
Music+Speech 3 0% 44 15 1 30 15 15 0%

Table 1: Descriptive statistics from 175 datasets identified in review. Split by music, speech and sound, we list the count of
datasets, percent that were scraped, size in hours, total number of citations (beyond our corpus), and conservative estimate

of the percent likely copyright infringing. All of this information

was determined by two authors independently evaluating

each dataset by reading the original papers proposing the datasets (when present), investigating all possible information
provided online about the datasets, and lacking both of those downloading the dataset and personally assessing this in-
formation. For further detail on how we calculated hours and decided which datasets had potential copyright issues, see

Appendix 2.

of magnitude larger than VCTK dataset, despite both be-
ing speech datasets. Speech datasets were also the largest
by number of hours (see Appendix 2) We documented
573,522 hours of speech data (median = 59 hours), the vast
majority of which came from VoxPopuli (Wang et al. 2021),
a 400,000 hour dataset consisting of European parliament
event recordings, and the Spotify Podcast Dataset (Clifton
et al. 2020), 100,000 hours of Spotify Podcasts that has
been removed from public access. Music datasets totaled
74,139 hours, with a similar skew (median of 19 hours)
driven by The Million Song Dataset (Bertin-Mahieux et al.
2011) (50,000 hours), Irish Massive ABC Notation Dataset
(Wu et al. 2023) (7,200 hours), and Free Music Archive
(Defferrard et al. 2017) (5,920 hours). These findings stand
in contrast to text and image modalities, where there exist
a smaller number of very large, widely used datasets that
have significant source overlaps (Schuhmann et al. 2022;
Gadre et al. 2024; Raffel et al. 2020; Soldaini et al. 2024).

We also calculated the total citations these datasets had
received! to gauge popularity relative to usage. As seen in
Figure 1, both usage and citations are quite fragmented,
but actual citations have a heavier focus on a few impor-
tant datasets. Similar to usage and hours, speech dom-
inated the total citation count receiving 39,511 cumula-
tive citations (median= 202), with LibriSpeech (Panayotov
et al. 2015) in the lead with 6,136 citations. Music was
second with 14,346 cumulative citations (median= 98);
GTZAN led music datasets in citations with 4,345 citations.
Datasets including sounds were least cited with 11,998
cumulative citations (median= 159), with AudioSet being
most popularly cited at 3,204 citations.

In contrast to citing public datasets, many papers in our
corpus did not release the data they used. Out of the 157
papers in our sample, 65 papers used at least one propri-
etary dataset, and there were 77 proprietary datasets in to-
tal. Of these 77 datasets, 79% (n = 61) were not released,
often without a rationale.

ICitation data accessed from Google Scholar in Fall of 2024
and may not be exhaustive. Moreover, oftentimes when some-
one cites a dataset, they are doing so in acknowledgment of the
field (e.g., in the related literature section) as opposed to actually
using that data for training or evaluation.

Language Contents of Datasets When considering the
linguistic diversity in speech datasets, the inclusion of
underrepresented languages is frequently not prioritized,
with many datasets predominantly featuring only one lan-
guage. Out of the 77 speech datasets we examined, the ma-
jority (61) were monolingual, with 50 solely in English, fol-
lowed by 7 in Mandarin. In contrast, 16 datasets encom-
passed between 2-30 languages, while only two datasets
included more than 50 languages.

Sources of Datasets The two most salient audio data
sources were YouTube (n = 25 datasets) and LibriVox (n =
13). Other standouts were freesound.org (n = 6), Spotify
(n = 4), and VCTK (Yamagishi et al. 2019) (n = 3). Other
popular sources for audio content included podcasts (n =
6), marketplace websites (n = 4), TED talks (n = 4), TV
shows (n = 3), and parliament/public speeches (n = 3). We
found that LibriVox and its derivatives were referenced in
35 out of the 59 speech papers included in our literature
review. LibriSpeech (Panayotov et al. 2015), a dataset com-
prised of public domain audiobooks read by volunteers
across various languages, serves as a foundation for 13
derivative datasets, including both direct derivatives like
the LibriSpeech dataset(Panayotov et al. 2015) and Musan
(Snyder, Chen, and Povey 2015), as well as derivatives of
derivatives like LibriLight (Kahn et al. 2020).

The most cited derivative datasets include LibriSpeech
(n = 12) , LJSpeech (n = 9), LibriTTS (n = 9), and Lib-
riLight (n = 6). This trend aligns with the overall popu-
larity of these datasets, gauged by citation numbers. It is
crucial to emphasize that LibriVox predominantly com-
prises century-old texts, encompassing outdated and po-
tentially problematic language, cultural perspectives, and
social norms, which we corroborate in our audit in Section
4. Researchers utilizing LibriVox should be mindful of the
potential introduction of bias and toxicity inherent in this
dataset.

Takeaways from the Mapping Review The composition
of audio datasets used by the research and commer-
cial audio community is vastly different than that of text
and vision. It is extremely fragmented—beyond a few no-
table datasets (e.g., VCTK (Veaux, Yamagishi, and Mac-
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Figure 1: Area charts displaying the proportion of all 175 audited datasets by (1) number of times used in our paper corpus,
(2) the cumulative total of citations received to date. Split into 4 categories: Speech, Music, Non-Music/Non-Speech sounds,

Music and Speech combined.

Donald 2017) and AudioSet (Gemmeke et al. 2017)), re-
searchers tended to use one-off, idiosyncratic datasets.
These datasets also come with their own suite of prob-
lems; much of the contents in these datasets were likely
sourced without creators’ knowledge or consent, poten-
tially infringing copyright or distributing content at scales
beyond the original understanding of data providers.
There is no standardized way to prepare, create, release, or
even discuss audio datasets used in research. Much of the
work done in this literature review was brute-force data
diving to understand the composition of datasets—future
datasets should be prepared and released in a more mind-
ful and documented manner. We discuss a suggested ap-
proach at the end of our paper, adapting datasheets for
datasets (Gebru et al. 2021) to the audio domain.

4 Audit of Audio Datasets

Given the lack of documentation and sheer number of
audio datasets in recent use, we next conduct deeper in-
spections of nine audio datasets that we identified as rep-
resentative. We choose these datasets by identifying the
five most frequently used and the five largest datasets in
each submodality: music, speech, and sound (n = 24 to-
tal after removing duplicates). We removed datasets that
are not freely accessible (n = 3: Audiosparx, Million Song
Dataset, and Spotify Podcast), or that were drawn from the
same sources as larger datasets in our audit (n = 10: Audio-
Caps, Auto-ACD, Clotho, Kinnectics 70, Librilight, LibriTS,
LJSpeech, MusicCaps, SLakh 2100, and VGG Sound). n=5
datasets appeared multiple times in the largest and most
used rankings. We exclude Voxpopulli (n = 1), as while it is
very large, only a small fraction of it is transcribed, limit-
ing its usefulness for audio AI. We exclude musdb18 (n = 1)
due to its small size (150 tracks), and exclude the Irish ABC
(n =1) due to its specificity and lack of live recordings lim-
iting its usefulness for training general purpose music or
audio models. We are left with nine remaining datasets
(n =9), representative of the largest and most popular au-

dio datasets in recent use across submodalities. We assess
for bias, toxicity, representation, presence of potentially
copyrighted content, and other important features for pre-
dicting behavior of downstream models.

1. AudioSet (Gemmeke et al. 2017), a dataset of 2 million
10-second YouTube clips, comprising a range of music,
speech, and sounds;

2. Mozilla Common Voice 17 (Ardila et al. 2020), a corpus
of crowd-sourced sentences read by volunteers;

3. VCTK (Veaux, Yamagishi, and MacDonald 2017), a
dataset of sentences read from the Herald, a Scottish
newspaper, and several shorter accent elicitation texts;

4. LibriVox (LibriVox 2025), a dataset of volunteer record-
ings of public domain books;

5. Free Music Archive (Defferrard et al. 2017), a music-
specific dataset scraped from an online repository;

6. Jamendo (Bogdanov et al. 2019), another scraped
music-specific dataset,

7. Wav-Caps (Mei et al. 2024), a dataset of sounds sourced
from AudioSet (Youtube), The BBC Sounds Effects li-
brary, FreeSound, and SoundBible;

8. GigaSpeech (Chen et al. 2021) a speech dataset sourced
from YouTube, audiobooks, and podcasts; and lastly

9. the Lakh MIDI Dataset (Raffel 2016), a MIDI subset of
the Million Song Dataset (Bertin-Mahieux et al. 2011),
a currently unavailable dataset of music taken by The
Echo Nest, a now defunct music analytics company.

4.1 Overview of Audio Datasets

Creation Dates Text-based audio datasets have two rele-
vant creation dates: audio creation date and text creation
date. VCTK was recorded in 2013 and features newspa-
per articles up to 2013 (Veaux, Yamagishi, and MacDon-
ald 2017). LibriVox recordings were made between 2005
and present day (LibriVox 2025), but rely on public do-
main texts that typically enter the public domain 70 years



after the death of their last living author (of California
2024), and are thus often over a century old. The Lakh
MIDI dataset is derived from the Million Song Dataset,
composed of songs released before 2012 (Raffel 2016).
Similarly, AudioSet is composed of YouTube videos re-
leased before 2016 (Gemmeke et al. 2017). Of the audited
datasets, only Mozilla Common Voice features both con-
temporary audio recordings and text, with creation dates
between 2017 and present. Training cutoff date, or the date
of the most recent training data, has emerged as a cru-
cial concern of LLMs, determining which events they may
possess knowledge (Cheng et al. 2024). The relative age
of most audio datasets could lead to downstream mod-
els performing worse on new, or newly popular, words,
sounds, and genres, reflecting a bias towards the past
(Birhane et al. 2022).

Identity Representation Who is represented in the
datasets is a central question of dataset audits with sig-
nificant downstream impacts on bias. In Table 2 we sum-
marize available information about audio creator demo-
graphics. One notable finding is that audio datasets of-
ten have limited demographic information, and several
important demographic categories—including sexual ori-
entation, disability, race, and ethnicity—are not docu-
mented in any of the datasets we audited. To assess rep-
resentation and bias of different demographics, we in-
stead investigated identity keywords in audio transcripts.
In Figure 2, we present counts of identity keywords, us-
ing keywords from prior work (Dodge et al. 2021), for
each dataset’s transcripts, with plurals and common al-
ternative spellings merged. With the exception of Mozilla
Common Voice, we find “man” is used 2-10x more of-
ten than “woman” in these datasets. We also find that
many identity keywords have a very low count in many
datasets, with “Muslim” only appearing a thousand times,
3.5xless than “Christian” and “Nonbinary” appearing only
24 times. Gigaspeech and Mozilla Common Voice are the
only datasets that contains at least one instance of ev-
ery identity keyword studied. While this list of identity
words is not comprehensive, and some words have alter-
nate non-identity meanings, our results evidence low rep-
resentation of marginalized groups in audio datasets.

Language Representation In Figure 3, we show the ap-
proximate number of hours of audio in each dataset for
English and non-English langauges, and in Table 5 we
break down by language for non-English languages. We
find that most audio datasets contain between 2x and 10x
more data in English than non-English, with the exception
of Mozilla Common Voice, which contains 24,424 hours of
non-English data and 3,507 hours of English data.

Sociodemographic bias We assess binary gender bias by
comparing words with the highest pointwise mutual in-
formation (PMI) difference between “woman” and “man”
keywords across all datasets (Appendix Figure 10). A
higher PMI indicates that words are more strongly associ-
ated with each other. We find “woman”-related words are
more associated with terms about families and childcare

than “man”-related words, while “man”-related words are
not correlated with typically gendered terms. In addition,
we find that “woman”-related words have stronger asso-
ciations with “baby,” “beauty,” and “b*tch.” while “man”-
related words have stronger associations with “dead” and
“power.” Overall, these associations provide evidence that
women are commonly depicted in relation to families,
childcare, and as subjects of the male gaze (Bloom 2017;
Mulvey 2013). Nonbinary genders were not represented
well enough in these datasets to assess bias. However,
given the prevalence of biased and toxic content towards
queer people online (Queerinai et al. 2023), it is likely
larger audio datasets will contain biased and toxic content
towards these groups.

4.2 Toxicity

In this section we assess toxicity in the representative
audio datasets. In Figure 8, we show the most common
profane words in the datasets. We note that profanity
is not the same as toxicity, and in some contexts these
words are neither profane nor toxic. We find that, while
all datasets contain at least some profane words, FMA,
GigaSpeech and LibriVox contain by far the most, with
many thousands of occurrences of racist and queerpho-
bic terms. This finding may be due to LibriVox’s sourc-
ing from public domain texts, which are at a minimum 70
years old and generally much older, and represent times
where where toxic dialogues about marginalized popula-
tions were more overt.

In Figure 4, we present the number of hours of content
in each dataset classified as toxic by the pysentimento
toxicity classifier. This classifier considers not just profan-
ity but additional textual cues to assess whether a text
is toxic. Examples of and further discussion of sentences
classified as toxic are available in Appendix A.4. While we
find that each dataset has only approximately 1-3% of con-
tent flagged as toxic, this still amounts to hundreds of
hours of toxic content. While levels of toxicity are low rel-
ative to the size of each dataset, LLMs have displayed an
ability to recall text encountered only a few times dur-
ing training (Carlini et al. 2022), raising the possibility that
large audio models will exhibit similar behavior with even
small amounts of profane or toxic content.

4.3 Audio Datasets Licensing

In Table 6, we summarize licenses of audio datasets.
Mozilla Common Voice, VCTK, and LibriVox have permis-
sive licenses that allow any use with minimal restrictions.
The other six datasets all have licenses that potentially im-
pact the ability of these datasets to be used for training
or commercial applications. Lakh is derived from the Mil-
lion Song Dataset, itself derived from Echo Nest, a mu-
sic data service, which is subject to the Echo Nest License
(Nest 2015), which prohibits commercial use. Lakh also
contains many copyright tags, and we present the most
frequent tags in Appendix Figure 11. AudioSet is derived
from YouTube videos, which are licensed either under Cre-
ative Common Licenses (YouTube 2024a) with different
levels of permissiveness, or the YouTube License (YouTube



Dataset Age | Gender Sexual Orientation | Language | Locale/Country | Accent | Race/Ethnicity | Disability
Mozilla Common Voice | yes | yes no yes yes no no no
VCTK yes | yes (binary) | no yes yes yes no no
LibriVox no | yes (binary) | no yes no yes no no
Lakh no | no no no no no no no
AudioSet no | no no yes yes no no no
Free Music Archive no | no no yes yes no no no
Jamendo no | no no no no no no no
Wav-Caps no | no no no no no no no
GigaSpeech no | no no yes no no no no
Table 2: Documentation of demographics in audited datasets.
Identity keyword
B AudioSet
c 1072 s FMA
2 mmm GigaSpeech
g EmE Jamendo
g 107 mm LibriVox
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VCTK
X & ¥ % & DS & &S @ > > < > mm WavCaps
~ $o‘° W\ {(e&':/ &oQ?' & ‘\(\"»"&\ \z‘s\ v{\\(' N SN Q@Qe‘\b & ((\096'9 o"@e\ 6\9@“\) @&*‘\;o (\6\(\’0
@ e ¢

Figure 2: Proportion of identity keyword mentions for each dataset. Y-axis is in log-scale.

English vs non-English

2024b), where the creator retains all ownership. However,
YouTube can use or modify videos in connection with
YouTube’s business, and users of YouTube can use or mod-

BN AudioSet B LibriVox : .
— EMA ———y ify videos only as a feature of YouTube.:. We present the
English mm GigaSpeech VCTK most common YouTube channel names in Figure 11 in our
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Figure 3: Estimated duration of each dataset by hours in
English and not English.
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Figure 4: Estimated duration and percent of toxic-
predicted English sentences split by dataset.

Appendix. Free Music Archive and Jamendo data are cov-
ered under several Creative Commons and other licenses,
including many that prohibit commercial use and deriva-
tives, require artist attribution, mandate that derivative
works carry the same license, and restrict use to personal
use only. Wav-Caps includes audio from YouTube under
Creative Commons and Youtube licenses, and also con-
tent from the BBC Sound Effects Library under a BBC li-
cense that does not permit commercial use(BBC 2025). Gi-
gaSpeech includes content from YouTube under Creative
Commons and YouTube licenses, and also a variety of dif-
ferent podcasts, each with different licenses (including the
99% Invisible license (Visible 2025) and Australian Broad-
casting Company license(ABC 2025)), many of which do
not permit commercial use. In short, our analysis uncov-
ers extensive presence of copyrighted material in these
datasets from a broad range of artists and creators.

4.4 Audio Content: Listening Audit

Audio data is meant to be heard—so we conducted a “lis-
tening audit” of the selected datasets. Our descriptive re-
view offers a qualitative assessment of audio quality and
content. Three authors independently reviewed samples
from the seven primary datasets analyzed in this paper. All
three evaluated samples from AudioSet (Gemmeke et al.
2017), while at least two authors reviewed samples from
each of the remaining six datasets. After listening, authors
discussed their observations to reach consensus.



Quality Among the speech datasets considered, VCTK
(Veaux, Yamagishi, and MacDonald 2017) stood out as
very high quality, though exhibits minor issues, as some
samples contain reverberation, muffling, or instances of
speakers stumbling over words. In contrast, the major-
ity of other datasets exhibit relatively low quality, of-
ten characterized by significant background noise and,
in some cases, recordings that are nearly unintelligible.
Mozilla Common Voice (Ardila et al. 2020) exhibited no-
tably lower audio quality compared to VCTK and Lib-
riVox. Frequent background noise often overshadowed the
speech, and environmental or recording artifacts—such
as audible keyboard clicks used to stop recordings—were
common, increasing the likelihood of these artifacts being
learned by models. Wav-Caps and GigaSpeech had vary-
ing levels of quality, with some clips apparently created in
recording studio, and others with low quality microphones
in noisy conditions.

In contrast, music datasets demonstrated considerably
higher audio quality, featuring stereo channels and a sam-
pling rate of 44.1 kHz. Both FMA and MTG-Jamendo
datasets included a mix of vocal and non-vocal tracks,
with a strong representation of samples having digital au-
dio production elements such as sampling, synthesizers,
and applied audio effects. Among these, MTG-Jamendo
(Bogdanov et al. 2019) offered exceptionally high-quality
audio, while FMA (Defferrard et al. 2017) was of notice-
ably lower quality, often exhibiting environmental noise
and a grainy or distorted sound. Another notable obser-
vation was the lack of normalization, leading to signifi-
cant variation in loudness levels across samples. The Lakh
MIDI (Raffel 2016) dataset also demonstrated high qual-
ity, though it consists of MIDI files rather than raw audio,
limiting its direct comparison with other datasets.

Content The source material for LibriVox—public do-
main books—primarily consists of older English texts, re-
sulting in a vocabulary set that is not representative of
contemporary English usage. Moreover, utterance lengths
vary wildly—ranging from single-word utterances to frag-
mented sentences. This abrupt splicing of sentences be-
fore their natural conclusion led to orators delivering them
as though they were complete, even when they ended
mid-clause. These recordings may misrepresent the natu-
ral flow of human prosodic speech, reducing their suitabil-
ity for tasks that rely on realistic speech patterns. In addi-
tion, we found that the Free Music Archive dataset (devel-
oped for music) contains many environmental sounds.
AudioSet (Gemmeke et al. 2017) differs from the other
datasets in that it is a collection of URLs and 10 second
time stamps links to Youtube videos, each with associ-
ated content tags. Many clips are over a decade old, have
under 1,000 views, and would seldom surface to contem-
porary Youtube users. This practical privacy is disrupted
by their inclusion in AudioSet. This concern is especially
pertinent given that some of these videos had children
or minors talking to camera (e.g., vlogs), raising ethical
questions surrounding consent for using these data to
train models. Categorizations (tags) were frequently incor-

rect or inconsistent—for example, a video tagged “bicycle”
might include a bicycle in the footage but no accompany-
ing “bicycle”-like sound. Inconsistent tagging is also evi-
dent in instances where two audio samples with similar
content were assigned tags with different levels of detail,
such as a produced song with vocals being tagged as “Mu-
sic” in one case and “Music, Singing, female singing, mu-
sical instrument” in another. We found some categoriza-
tions to be potentially offensive, in particular the category
“funny music”? which we found applied to non-Western
music. While “Speech” was a common tag, there was no
distinction for language nor differentiation between back-
ground and foreground speech (e.g., speech meant to be
intelligible vs. background conversation). Similarly, music
is frequently tagged without differentiation between fore-
ground music and incidental background music.

4.5 Privacy

Multiple datasets, including all datasets using YouTube,
Free Music Archive, and Jamendo to source data, often
contain metadata enabling determination of the names of
speakers. Additional personally identifiable information is
often available through metadata, audio, or—particularly
on YouTube-video, including faces and locations. We
found many instances of YouTube videos of children be-
ing included in datasets. Most critically, voiceprints are
foundational to many of these datasets, and they contain
voiceprints of tens of thousands of people. Voiceprints
present with other PII, particularly names, are especially
concerning, raising the possibility audio Al models could
inadvertently learn to reproduce the voices of people in
their training datasets, or malicious actors could use these
datasets to impersonate the people within them.

5 Discussion

In this paper, we identified 175 audio datasets that have
been recently used for generative audio Al. The distribu-
tion of their use is long-tailed, with a small number be-
ing used frequently, and a majority being used only once
or twice. Many audio datasets were created specifically
for research purposes, but approximately one third were
scraped from online sources. These scraped datasets carry
various licenses—often Creative Commons versions that
bar commercial use, remixing, or require attribution—
complicating their use for Al training. The corpora also
contain many instances of profanity and toxicity. Sparse
documentation and metadata obscure who is represented
in audio datasets, highlighting a need for better documen-
tation practices. Through a content analysis, however, we
found that marginalized communities were less likely to
be explicitly mentioned in audio datasets.

5.1 Impacts of Bias and Toxicity in Audio Datasets
on Downstream Models

Our analysis indicates that the datasets we analyze in
depth are biased both statistically (i.e., skewed inclusion

Zhttps:/ /research.google.com/audioset/dataset/funny_
music.html



of certain types of data) and socially (i.e., certain key-
words and terms correlated with identity), in addition
to containing non-trivial amounts of profane and poten-
tially toxic content. Given that models in other modali-
ties have displayed an ability to recall data encountered
only a few times during training (Carlini et al. 2022),
this raises the possibility that large audio models will ex-
hibit similar behavior with even small amounts of pro-
fane or toxic content. These issues can also lead to dis-
parate performance across socially salient categories. For
instance, we observe heavy emphasis on the English lan-
guage across datasets. Downstream of these datasets, Rad-
ford et al. (2023) note that while their Whisper tran-
scription model obtains state-of-the-art performance on
several tasks, they are limited in that “Whisper’s speech
recognition performance is still quite poor on many lan-
guages” due to their “pre-training dataset [being] currently
very English-heavy due to biases of [their] data collection
pipeline.” Disparate performance of transcription via au-
dio models across languages, and by extension cultures, is
thus already documented as an impact of representation
bias in audio datasets (Fuckner et al. 2023; Nacimiento-
Garcia, Diaz-Kaas-Nielsen, and Gonzalez-Gonzalez 2024).

Problems extend beyond transcription: translation,
voice recognition, and audio generation face similar risks.
Our PM], identity keyword, and profanity analyses reveal
gender associations with certain words, virtual omission
of keywords pertaining to sexual orientation, and a high
incidence of profanity related to sexual anatomy and racial
slurs. If not properly addressed, these features of audio
datasets may yield downstream audio generation mod-
els that perpetuate or even accelerate instances of social
bias and toxicity that echo harmful stereotypes found in
the wild (e.g., models that describe or portray women in a
stereotyped way, models that are unable to create outputs
relating to the LGBTQ experience, models that degener-
ate into profanity based on sexual anatomy or racial slurs
without provocation, etc.).

Projects like the Common Voice corpus (Ardila et al.
2020), the Corpus of Regional African American Language
(Kendall and Farrington 2023), and the Mid-Atlantic Gen-
der Expansive Speech Corpus (Hope, Ward, and Lilley
2023) aim to improve the diversity of speech datasets.
However, ethical dataset creation and use goes far beyond
mere inclusion, especially in the context of Al and big
tech—it can often be predatory, harming included com-
munities by exposing them to data- and Al-intensified
surveillance, poorly performing Al, and loss of control
over data and culture (Mahelona et al. 2023b). Auditing
datasets to uncover biases and a lack of representation is
the start of the conversation, but effective solutions must
be lead by those who own the data (Mahelona et al. 2023b).

5.2 Scale of Audio Datasets

Audio datasets require considerably more storage per sen-
tence than text datasets. AudioSet totals nearly 2.5TB in
size and contains approximately 52 million spoken words.
In contrast, C4 (Raffel et al. 2020), a text dataset approx-
imately 30% of the (file) size of AudioSet, contains 153

billion words (Soldaini et al. 2024). Including the same
breadth and depth of content in audio datasets as text
datasets will require significantly more storage and com-
pute which can both exacerbate known harms for large
generative models, and create new ones. In particular,
the requirement for more storage and compute limits
which actors can train on such datasets. While most of the
datasets of corporations training the largest audio models
remain closed to external auditors, OpenAl Whisper (Rad-
ford et al. 2023) was trained on 680,000 hours of audio, and
the BigSSL speech recognition model (Zhang et al. 2022)
from Google was trained on one million hours of YouTube
audio. Both of these datasets are over an order of magni-
tude larger than the largest freely accessible dataset in our
survey. Thus, generative audio models may impose signif-
icantly higher barriers for participatory approaches to Al
development than generative text models.

Finally, while the high carbon and water impacts (Crid-
dle and Bryan 2024) of LLM training (Luccioni, Viguier,
and Ligozat 2023) and inference (Everman et al. 2023;
Luccioni, Jernite, and Strubell 2024) are well known,
the scale of audio datasets raises concerns that audio
and multimodal models will have even higher pollution
and resource costs compared to purely text-based mod-
els (Douwes, Esling, and Briot 2021).

5.3 Source of Audio Datasets

The existence of proprietary datasets vastly larger than
open datasets raises questions about the sources of these
datasets. Google has explicitly sourced massive audio
datasets from YouTube (Zhang et al. 2022), and Spotify
released (and then removed) a 100,000 hour transcribed
dataset from hosted podcasts (Clifton et al. 2020). While
OpenAl has not indicated how the Whisper dataset was
sourced, nor are they publicly known to host massive au-
dio datasets, the few indications of the source of massive
audio datasets we have point to existing commercial host-
ing and streaming corporations(Davis 2024).
Corporations once freely released massive audio
datasets. Google released AudioSet, over 5,000 hours of
YouTube audio, in 2017. However, AudioSet was released
as links to YouTube videos that could be independently
downloaded to obtain audio. When we tried to down-
load this dataset in May 2024, we found YouTube had
rate limiters and crawler IP blocking that would make
downloading this dataset take several months. Similarly,
Spotify released 100,000 hours of transcribed podcast
audio in 2020, but then removed this dataset in December
2023, citing “shifting priorities” (Johnson 2023). Most
explicitly, Universal removed its music from Tiktok in
January 2024, partially citing concerns over Al generated
music and Al covers of its songs (Hoskins 2024). In our
analysis of current audio datasets (Section 3.1), there were
77 proprietary datasets utilized, of which 79% (n = 61)
were not released. We argue these events constitute a
pattern of increasing restrictiveness to proprietary audio
datasets, mirroring recent trends in text data sources
(Longpre et al. 2024). These restrictions seem in part
motivated by the new value of massive audio datasets for



training generative audio Al. As Ojewale et al. (2024) have
noted, restrictions on dataset access is a major barrier
auditors face, making the trend towards closed-source
and proprietary datasets especially concerning.

5.4 Impacts to Rights and Intellectual Property

Any recording of a person’s voice is a biometric identifier
that can be misused for imitation, deception, or right-of-
publicity violations. We found major audio datasets con-
tained a wide array of content licensed under terms re-
stricting commercial use, including audio from YouTube,
the BBC, and a wide array of podcasts. A generated voice
in an OpenAl product released in 2024 closely resembled
that of actress Scarlett Johansson; she has since threat-
ened legal action before the product, Sky, was quietly
dropped (Allyn 2024; De Vynck 2024). The ability to mimic
voice actors, musicians, and other artists raises concerns
of economic and labor harms, where Al is used to under-
cut artists with their own data. With the threat to right
of publicity greatly increased through GenAl, individu-
als in the US may seek recourse in the precedent of Mi-
dler v. Ford Motor Co. which ruled that voice may form
part of an individual’s identity, and that imitation of voice
without approval is unlawful, though the specific bound-
aries of what consists of protected “identity” remains
murky (Lapter 2007). Recently proposed US Senate leg-
islation seeks to protect the public from generative AL if
passed, the bipartisan 2024 No Al Fakes Act would serve
to protect individuals’ voices and likenesses from Al deep-
fakes (Salazar 2024).

6 Recommendations

As initial steps towards ensuring harms that have plagued
other modalities, including bias, toxicity, and intellectual
property concerns, are not also present in future audio
Al, we recommend (1) audio dataset developers adopt im-
proved documentation to enable better assessment of bias
and representation and (2) audio dataset developers only
use data that permits remixing and commercial use at a
minimum, but ideally seek active and informed consent
for usage in Al. Both of these aims may be achieved by
continuing existing practices of creating datasets in-lab
specifically for Al

6.1 Datasheets for Audio Datasets

To enable effective audio Al dataset documentation, we
adapt and extend Gebru et al.’s “datasheets for datasets”
(Gebru et al. 2021) and Papakyriakopoulos et al. (2023)’s
augmented datasheets for speech datasets to the context
of audio to guide ethical audio dataset development, doc-
umentation, and use. In particular, we add several ques-
tions that specifically speak to contents of and represen-
tation in audio data, in addition to questions assessing
data provenance, consent, and copyright. This datasheet
is intended to serve both as a reflexive practice for au-
dio dataset creators, documentation standards for audio
dataset publishers, and a guide for future audio dataset
auditors. We provide the full datasheet in Appendex A.1.

6.2 Educating and Mobilizing Data Workers

Documenting existing datasets is insufficient to improve
dataset practices. As Birhane et al. (2024b) note in their re-
view of audits, “Most of the academic work we reviewed
focused on the process of evaluating Al systems for bias,
fairness, or disparate impacts. Conversely, these studies
rarely focused on other stages of auditing crucial to ac-
countability in non-academic work, such as discovering
harms, communicating audit results, or organizing non-
technical interventions and collective action.” Artists, cre-
ators, and other data workers learning about inclusion of
their data in Al datasets have been a key catalyst for these
communities discussing their wants and needs in regards
to inclusion in Al datasets and subsequently organizing
and advocating (Marx 2024). To support this collective ac-
tion, we created https://audio-audit.vercel.app/, a web-
site that enables anyone to search for their inclusion in
prominent audio datasets. Modeled after dataset search
tools used to assess inclusion of data in Al datasets (Willi-
son 2023a, 2022b,a, 2023b), this website enables users to
understand how their work is being used in audio Al

7 Conclusion, Limitations, and Future Work

In this paper, we conducted a large-scale survey of audio
datasets that are used in generative audio models: an au-
dit broadly inclusive of speech, music, and sound datasets.
We found that these datasets exhibit similar patterns of
bias and toxicity as text and image datasets, raising the
concern that audio models could, in turn, exhibit simi-
lar levels of bias and toxicity as LLMs and image models
if these risks are not mitigated. We found that hundreds
of audio datasets are in use, with several open datasets
being significantly larger and more widely used than oth-
ers. However, we found indications that datasets have re-
cently started becoming more closed and commercial,
with past sources of massive datasets, including YouTube
and Spotify, taking down datasets or implementing new
measures to block crawling of their audio repositories. The
widespread presence of copyrighted material in many of
these audio data sources, frequent use of proprietary au-
dio datasets in research by corporations, and new com-
mercial perceptions raise serious concerns for musicians,
voice actors, and other audio workers releasing content
online, especially on platforms like YouTube or Spotify.

Our audit has several limitations and is just the start of
addressing the dataset documentation debt (Bender et al.
2021) in audio Al. We were unable to assess the demo-
graphics of the people in audio datasets, and each of mu-
sic, speech, and sound require specific and unique au-
dits and analyses. We were only able to conduct high-level
analyses of the contents of a small number of datasets,
and each submodality-speech, music, and sound-have
important distinctions that merit specialized treatment.
We hope future audits will provide a deeper understand-
ing of acoustic qualities of audio datasets, and that audio
dataset curators will take steps to diversify their datasets,
mitigate biases and toxicity, and remove copyrighted and
other non-consensually sourced material.
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A Appendix
A.1 1:Datasheets for audio datasets

Our audit uncovered a lack of documentation of audio
datasets. This lack of documentation complicates assess-
ing issues of bias and representation in these datasets, in
addition to other considerations. Gebru et al. (2021) pro-
pose datasheets for datasets. Below we propose datasheets
for audio datasets. We reproduce the documentation
guide in (Gebru et al. 2021), and we add several questions
and modifications specific to audio datasets (our modifi-
cations and additions in italics). While our paper answers
some of these questions for some popular audio datasets,
in general audio datasets have a high documentation debt
(Bender et al. 2021). We hope future work will answer more
of these questions for more audio datasets.

(1) Motivation

(a) What is the purpose of this dataset?

(b) Who is the funding source of this dataset?

(c) Who is the creator of this dataset?

(d) What type of task was this dataset primarily com-
posed for—e.g., generative modelling? Classification?
Audio separation? Style transfer? TTS? Something
else?

(e) What is the intended domain of the output of
this dataset—speech? Music? General audio non-
discriminatory sounds? Intentional generalization
of both speech and music? Non-music, non-speech
sounds such as sound effects?

(f) Was this dataset intended to be exclusively in the au-
dio domain, or multi-modal?

(g) Was this dataset created for a specific purpose, or is it
intended to be general use?

(h) Was this dataset recorded with the intent of being
“pure” sound as in separated or clear audio streams,
or was it intentionally created with some environ-
mental or background noise present?

(i) Was this dataset created to fill a vacancy in our exist-
ing data (such as a low-resource language), or was it
to add to an existing pool of similar datasets?

(i) Was this a participatory effort by the community to
build this dataset, or was this created by someone who
is tangential to or otherwise does not belong to the
community of which the dataset comprises?

(k) If separate, what efforts were made to connect with
the community for whom this dataset was com-
prised?

(1) Any other comments?

(2) Composition

(a) What do the instances that comprise this dataset
represent (e.g., full songs, 10-second song clips,
speech excerpts, singular utterances, 1-5 second
sound effects)? Are there multiple types of instances?

(b) How many instances are there total?

(c) What are the descriptive statistics of the time length of
these instances in seconds/minutes/hours (e.g., mean,
median, sum, mode)?

(d) What data does each instance consist of—raw au-
dio files? Metadata about the audio? Midi files? Other
forms of symbolic representations?

(e) Ifthedataset contains music:

i. What are the genres present? Is it an equal distribu-
tion?

ii. Are they pre-existing/pre-released songs, or were they
recorded for the purpose of this dataset?

iii. Is the data created from computational generations
of symbolic music?

iv. Isthedata composed of original recordings of music?

(f) If the dataset contains speech:

i. What languages are present? Is it an equal distribu-
tion?

ii. How many speakers are present in the dataset?

iii. Do the speakers speak multiple language or code-
switch, and how is this identified?

iv. What topics are present in the dataset?

v. Are there a variety of emotions present in the
dataset? Is this identified in any way?

(g) Is there a label or target associated with each in-
stance?

(h) Is any desired metadata missing from individual in-
stances?

(i) Are there recommended data splits present (e.g.,
training/validation/test)?

(j).: What sources of noise are present in this dataset, and
are they intentional or unintentional?

(k) Are there any duplications present in this dataset
(e.g., songs repeated multiple times), and if so, why?

() Is the dataset self-contained, or does it rely on/link
to an external source (e.g., links to song recordings)?
If so, why?
(m) Does the dataset contain data that may be copy-
righted?

(n) Does the dataset contain anything that may be con-
sidered offensive?

(0) Has all of the data been listened to by an author or
member of the data-construction team?

(p) Ifthe dataset contains sounds created by humans:

i. What demographic information about the speakers
can you provide? Ex. age, gender, sexual orientation,
language, locale/country, and accent.

ii. Does the dataset contain audio files that could fea-
sibly be used to identify human beings?

iii. Does the dataset contain any speech that might
be considered confidential or sensitive in any way
(e.g., race or ethnic origins, sexual orientations,
religious beliefs, political opinions, financial data,
health data, biometrics data, or private and secure
information such as criminal records or SSNs)?

iv. Does the dataset contain speech from a population
that does not belong to the group they are trying to
emulate (e.g., a white American native attempting to
mimic an accent from a country to which they have
no genuine relation)?



(@) Any other comments?
(3) Collection Process

(a) How was the data associated with each instance ac-
quired?

(b) Was it recorded explicitly for the purpose of this
dataset, or sourced elsewhere?

(c) Was the audio scraped, recorded, computationally
created (e.g., from MIDI files), or created in another
manner?

(d) Was the dataset sourced from audio in the public do-
main?

(e) What technical setting was the speech recorded from,
including the recording environment? What tools
were used to process the audio?

(f) What is the sampling rate of the audio? How many
channels?

(g) What mechanisms or procedures were used to col-
lect the data?

(h) Was the data created from a computational algo-
rithm?

(i) Who was involved in the audio recordings, and how
were they compensated?

(j) Were there any copyright agreements struck with the
contributors to the dataset?

(k) What were the contributors to the dataset told their
contribution would entail? Were they thoroughly
briefed on the potential extent of the use of their au-
dio, or was it left to general terms?

(D Over what timeframe was the audio collected?

(m) Was the audio collected from any multimodal sources
(e.g., stripped from video)?

(n) Were any ethical review processes conduced (e.g.,

from an IRB)?

(0) Has an analysis of the potential impact of the dataset
been conducted?

(p) If the dataset contains sounds created by humans:

i. Were the individuals present in the dataset notified
about the data collection?

ii. Did the individuals present in the dataset consent
to the data collection and use of their data?

iii. If consent was obtained, were the individuals pro-

vided with a mechanism to revoke their consent at
alater date?

(@) Any other comments?
(4) Preprocessing/Cleaning/Labeling
(a) What preprocessing of the data was conducted in or-
der to get it at the final stage the audio is in now?
(b) If there is metadata present, how was the metadata
sourced?
(c) Did users consent to release of this metadata?

(d) Ifthereis demographic information present about the
individuals who recorded the audio, how was that ob-
tained? Self-reported? Scraped? Sourced elsewhere?

(e) Was the original raw data saved in addition to the fi-
nal version of the data (if different)?

(f) Was background noise (or otherwise present environ-
mental noise) intentionally cleaned from this data?

(g) Isthe code or other software used to prepare the data
available to be published/released/acknowledged in
line with the dataset?

(h) Are there any transcriptions available of the speech/-
lyrics? How was this processed? If human annotators,
how were the annotators trained to create the tran-
scriptions? If computationally annotated, what was
this process? What is the accuracy rate?

(i) Were there any content tagging such as hate-speech
tags or swear word flagging?

(j) Were any redactions of sensitive data performed on
this dataset? How was this conducted?

(k) Any other comments?

(5) Uses

(a) Has the dataset been used for any tasks already?

(b) If so, have the original voices/musicians in the dataset
been made aware of the extended/full use of the
dataset?

(c) Is there any repository linking all papers or systems
using (or with access to) the dataset?

(d) What tasks is the dataset designed for? Which are
they suitable for? What could it potentially be used
for?

(e) Are there tasks for which the dataset should explicitly
not be used?

(f) Is there any element of the composition of the
dataset that may impact how future uses of the
dataset may be impacted?

(g) Is there any part of this dataset that is privately held
but can be requested for research purposes?

(h) Any other comments?

(6) Distribution

(a) Will the dataset be distributed to third parties out-
side of the entity (e.g., company, institutions, organi-
zation) on behalf of which the dataset was created?

(b) Are the creators of audio files aware of this?

(c) How will the dataset be distributed (e.g., open
source, published on GitHub, by email request)?

(d) When will the dataset be distributed?

(e) Will the dataset be distributed under any copyright
or other IP protection?

(7) Maintenance

(a) Will the dataset be maintained or otherwise updated
after the time of initial release? By whom?

(b) How will the owner/curator of the dataset be con-
tacted?

(c) If an artist discovers their work is present in this
dataset, can they request it be removed? How?

(d) Will the dataset be updated (e.g., to correct any po-
tential errors, adding new files)?



(e) How long will the data be retained?

(f) If others want to contribute to this data source, is
there a mechanism for them to do so?

A.2 2:Literature Review Methodology
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Figure 5: Flow diagram detailing the paper corpus used in
the mapping review to produce the datasets audited in this
paper. We started with 551 records from arXiv (grey) and
analyzed 149 full-text articles (blue) to identify 175 unique
datasets for analysis (yellow).

We were interested in identifying audio datasets cur-
rently used by researchers to both include in our au-
dit and provide an overview of the data landscape. We
chose to conduct a mapping literature review with system-
atic elements (Ferrari 2015) utilizing the STAMP sampling
method (Rogge et al. 2024) of one year of arXiv (arXiv2023)
computer science works about audio models. We chose
one year since there has been a paradigmatic shift in au-
dio generative models, driven in part by the recent ad-
vances in large language models and both their translation
to text-to-audio models and adopted language-model-
style generation as seen in AudioLM (Borsos et al. 2023a),
MusicLM (Agostinelli et al. 2023), SoundStorm (Borsos
et al. 2023b), VampNet (Garcia et al. 2023), and more—
researchers and commercial developers alike are largely
abandoning the early approaches we saw in 2020-2022
such as the music transformer (Huang et al. 2018). Since
2023, approaches towards building Large Audio Language
Models (LALMs) largely involve combining many datasets
from a broad range of tasks in speech, audio, and music
processing (Tang et al. 2024; Gong et al. 2023b; Chu et al.
2023), often using proprietary language models like the

Assessed times used,
citations, size (hours),
contents, creation method,
and other metadata

GPT model family to supplement existing data with ad-
ditional question-answer pairs (Ghosh et al. 2024; Desh-
mukh et al. 2024). One such dataset, OpenASQA, com-
bines a total of 13 publicly available audio, music, and
speech datasets to train their LALM, LTU-AS, and uses
GPT-3.5-Turbo to generate QA pairs (Gong et al. 2023a).
As researchers move towards curating giant meta-datasets
of datasets, it becomes exceedingly vital to understand the
origins, licensing, and limits of the many datasets that feed
the creation of LALMs.

We chose to focus on arXiv submissions because Bar-
nett’s (Barnett 2023) recent systematic literature review on
the ethical implications of generative audio models re-
sulted in a final corpus comprised of 91% arXiv works even
after starting from a 50/50 split of arXiv and ACM works.
Though it is difficult to quantify the most influential pa-
pers in anything other than citations, which is certainly
not a perfect metric, we verified that all the major audio
generation papers such as the ones already mentioned in
this paper were present in arXiv as well to justify this focus
of our exploratory systematic literature review.

Following Barnett’s literature review (Barnett 2023), we
used the following query on arXiv (once for music, once
for speech) for our mapping review. This query searches
all fields on arXiv including title, abstract, and keywords of
papers in this database, but does not search the full text of
articles.

1 I

2 [

3 [All: "generative"] AND

4 [A1ll: "S$\langleSmusic/speech$\

rangles$"] AND

5 [All: "model"]

6 ]

7 AND [date_range: from 2023-05-01 to
2024-05-01]

8 ]; classification: Computer Science (cs)

The music query produced 304 records and the speech
query produced 1561. For context, the same date range
from 2022-2023 included 114 records for music and 421 for
speech, further confirming the rapid growth of this field. In
order to have parity, we took the most recent 304 queries
from speech. We then removed duplicates and sampled
300 records (150 each) for further analysis.

Within these 300 records, we then screened the titles
and abstracts to assess eligibility as follows. We restricted
papers to full-length audio papers using audio data for
analysis or training. Of the 143 records we excluded, most
were entirely focused on another modality such as text
or vision (72%), conducted literature reviews or meta-
analyses (10%), researched dance or motion generation
(10%), were incomplete—e.g., stopped mid paragraph and
was not a finished paper (3%), or had another salient qual-
ity (5%) such as not being in English or withdrawn from
arXiv (which typically only occurs when a co-author did
not grant permission for uploading to arXiv or something
was substantially incorrect with the paper, withdrawals
are not easily granted by request of authors). Of the re-
maining 157 papers in the corpus, we further excluded
eight papers that did not specify their data usage even
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Figure 6: Stacked bar plot displaying count of times
datasets were used by papers in the corpus. Split by
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though they clearly used a dataset for their paper. This re-
sulted in 149 full-text articles for inclusion. If the datasets
were simply noted (e.g., in the related literature section),
but not explicitly discussed as being part of the training or
evaluation process described in the paper, they were not
included in this analysis. This process yielded 175 unique
audio datasets.

Dataset Labeling and Categorization
Calculating Dataset Content Duration (Hours) When ex-
plicitly stated or when we were provided with number of
files and average file length, we listed the exact duration of
the dataset. When we were provided with number of files
and access to individual files, we got the average file length
based on a small random sample and multiplied by num-
ber of files in the dataset. Otherwise, we made the follow-
ing assumptions unless explicitly instructed not to do so:
(1) average song length: 3 minutes; (2) average children’s
song length: 1.5 minutes; (3) single sentence utterance:
12 words/5 seconds; (4) single word utterance: 1 second;
(5) phonetically dense sentences: 15 seconds; (6) YouTube
content: 10 or 30 seconds based on data examination.

Original Content (Yes/No): A dataset is considered orig-
inal content if the creator(s) featured new recordings, syn-
thesized data from an existing source, created new data
from a model trained on an existing source (such as new
chorales from JS Fake Chorales (Peracha 2022)), converted
an existing source from one modality to another (e.g.,
WSJO0 (Garofolo et al. 1993), which includes speech record-
ings made from its sister WSJ text corpus), or added signif-
icant data derived from an existing source, such as crowd-
sourced annotations to tag songs (e.g., MagnaTagATune
(Law et al. 2009)). They are not regarded as original con-
tent if the dataset solely consists of scraped or crawled
videos or their links to another source.

Potential for Copyright Infringement (Yes/No): We
adopt a conservative and stringent approach to assess-

ing whether a dataset has the potential for copyright
infringement. For example, any datasets scraped from
YouTube are classified as having potential for copyright
infringement as YouTube hosts a wide variety of con-
tent, much of which is protected by copyright. Scrap-
ing and distributing this content without proper autho-
rization violates YouTube’s terms of service and copyright
laws. For annotation-based datasets that provide links
to audio recordings, we assess the original sources from
which users can obtain the respective audio recordings.
As such, we categorize MTG-Jamendo (Bogdanov et al.
2019) (and its derivative, Song Describer Dataset (Manco
et al. 2023)) and Free Music Archive (Defferrard et al. 2017)
as not infringing upon copyright because the sources, Ja-
mendo.com and freemusicarchive.org, offer music within
the public domain. Conversely, we categorize Million Song
Dataset (Bertin-Mahieux et al. 2011) and MagnaTagATune
(Law et al. 2009) as having potential for copyright in-
fringement as their audio sources, 7digital.com and mag-
natune.com, necessitate purchasing licenses for access
beyond private listening.

Method of Dataset Creation (Scraped, Created, or Aug-
mented): If any portion of the dataset is created through
scraping (even if others are not), we categorize it as
‘scraped’. If the dataset is a direct subset of another, we la-
bel it as ‘augmented’. We denote all other datasets as ‘cre-
ated’.

We built a database of meta-data for each of these
datasets, available at [redacted for blind review]. It con-
tains more granular information such as download links,
original purpose of the dataset, whether it was free to ac-
cess, and if applicable, the language or genre of the con-
tents.

A.3 3:Transcription and Textual Analysis

We first obtain high-quality transcripts. While Common
Voice, VCTK, LibriVox, Wav-Caps, GigaSpeech, and the
Lakh MIDI datasets contain transcripts, we found the
transcripts included with AudioSet Youtube videos were
of lower quality and not well-aligned. Therefore, we use
Whisper-large (Radford et al. 2023) to transcribe over
50,000 randomly selected AudioSet YouTube clips. We
also use Whisper-large with prompting improvements
for music transcription from Zhuo et al. (2024) to tran-
scribe Jamendo and the Free Music Archive. After tran-
scription, we use a range of established text dataset au-
dit techniques and tools. For toxicity analysis, we use
the pysentimento library used to detect hate content
(Birhane et al. 2023), as well as Surge Al's profanity list
(AI 2022). To detect language, we use the langdetect
library (Shuyo 2014) along with Whisper language pre-
dictions on AudioSet, Jamendo, and Free Music Archive
clips. To investigate the dataset content in relation to so-
ciodemographic identities, we search for a set of keywords
encompassing race, gender, religion, and sexual orienta-
tion, using lists established from prior work (Dodge et al.
2021; Hong et al. 2024; Lu et al. 2020). Finally, we track
common words and calculate pointwise mutual informa-
tion between these and identity keywords to determine



stereotypical associations (Rudinger, May, and Van Durme
2017).

We recognize the various limitations of these audit li-
braries and techniques, especially as hate speech mod-
els and profanity detection are more likely to wrongly flag
data relating to LGBTQ+ or Black voices as toxic content
(Dodge et al. 2021; Sap et al. 2019). In addition, language
predictions are unreliable and rely on text content (Lucy
et al. 2024). Despite these challenges, our goal is to present
findings from a broad initial audit of these datasets to
identify concerns that may warrant further in-depth in-
vestigation in future work; we argue that our findings are
still useful indicators of broad trends of bias or toxicity.

A.4 4:AudioSet Contents

Video titles As AudioSet contains audio from music,
speech, and general sounds, we assess its contents by
analyzing titles of included texts. We first remove stop
words from titles, and then we extract keywords directly
from the words that remain as well as common associa-
tions with those keywords (Figure 7). While YouTube con-
tains a broad range of videos, we find that many sound
snippets in AudioSet cluster around specific topics. Video

” o«

games (“video game”, “guitar hero”), music (“live music”,

“singing”, “music festival”), reviews (“review video”), pets
» o«

(“dog”, “cat”), and vehicles (“car”, “boat”) compose a sig-
nificant fraction of AudioSet.

Sample transcripts In Table 3, we show examples of
toxic-detected transcripts and include whether Whisper
categorizes the audio as speech or music.

In Table 4, out of the 26 clips in AudioSet that mention
gay-related keywords, we show several samples in which
this term is used as a derogatory slur and depicts homo-
phobic stereotypes. This problematic usage may propa-
gate to speech generation models trained on AudioSet and
amplify social bias (Nicolas and Skinner 2012).
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Figure 7: Common bigram breakdown of AudioSet video titles. The inner ring shows the top 25 most common words ignor-
ing stopwords with sizes relatively to scale between words. The outer ring shows the top 5 words that follow each word in
the inner ring with constant sizes for readability.



Table 3: Ten randomly sampled transcripts in AudioSet that are detected as hateful by pysent imento. Profane words are
redacted.

Category Text
Speech What? Alicia Fox pulling that hair. She still has.

Speech and then shoot rocks up his *ss.

Speech I don’t know how you got here. I'm sorry. You're a real pain in the *ss. You're a
real pain in the *ss. You're a real pain in the *ss.

Music Pour some sh*t, matter of fact, go ahead and drink that Couple more shots, then

we'll get freaky I peeped that, now I need that To the p*ssy like a record, go ahead
and leak it It’s real food, a dude up in the plate, party rockin’

Music b*tch
Speech do this without killing us.
Music You're despicable.

Speech Facebook it is. Hey look, I'm putting a video on Facebook. Me too. Look at her.
Get the f*ck out of here, you d**chebag.

Speech that woman had to the order and you you're an idiot no but i didn’t come in here
first because i didn’t know the order

Speech Stay with your p*ssy! Yes!

Common profanity
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ek —
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o
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Figure 8: English profanity occurrences in all datasets.



Table 4: Sample transcripts in AudioSet that contain either gay or gays keywords. Profane words are redacted.

Text
You must be whipped, you must be gay. You must be whipped, whipped, you must be gay.

And how was the tea virus? F*ck that intro. It’s gay.

Why do you suck your thumb? Whoa, whoa, f*ck you motherf*cker. I don’t suck my f*cking
thumb. He sucks his middle finger. Are you sure? That’s gay. You're not gay for that.

Oh god, that’s gay. Hold on. There we go, spooky! Isn't it f*cking cute? I think it’s the cutest
thing ever.

The zip code must have been like San Francisco as to gay people as to cats are to breeding.
There was just ridiculous amounts of cats. And they would not shut up.

Why did you want this then? Lol, are you gay? Are you serious? Serious about what? What's

f*pping?
Ha! Gay!
Total Duration (Hours) - Full Dataset Total Duration (Hours) — Excluding VoxPopuli + Spotify Podcast Dataset

| : Million

| Spotify Song

\POdcaSt Dataset

i Dataset |. . Common Voice o
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| Voice

[l Speech ] Music ] Sounds ] Music+Speech

Figure 9: Area charts displaying the proportion of each dataset’s estimated total duration relative to (1) all audited datasets
and (2) all datasets excluding the two largest datasets, VoxPopuli and Spotify Podcast Dataset (right)



A.5 5:Binary Gender PMI
A.6 6:Additional Figures
A.7 7:Code and Data Availability

Code and annotation data are available at https:
//anonymous.4open.science/r/gen-audio- ethics-
F8CF/README.md.
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Figure 10: Common words with highest PMI to man-related versus woman-related keywords (from Lu et al. (2020)) across
all datasets (randomly sampling 40 thousand sentences each). We consider words that appear at least 50 times in man-
related and woman-related samples.

Language | Duration | Language | Duration
Catalan 3,587 German 923
Kinyarwanda 2,384 Norwegian 748
Spanish 2,219 Javanese 410
Esperanto 1,905 Russian 358
Belarusian 1,765 Vietnamese 336
German 1,424 Spanish 333
Bengali 1,273 Portuguese 322
French 1,147 Latin 312
Swahili 1,085 French 306
Chinese 1,061 Welsh 235

Table 5: The top 10 non-English languages by duration in hours for both the largest of these 9 datasets-Mozilla Common
Voice, as well as for the other 8 datasets.

Dataset License
Mozilla Common Voice CCO (Commons 2024b)
VCTK Open Data Commons
Attribution License (Commons 2024c)
LibriVox CC BY 4.0 (Commons 2024a)
Lakh Echo Nest License (Nest 2015)
AudioSet Ygutube Licensg (YouTube 2024b) or
Creative Common Licenses (YouTube 2024a)
Free Music Archive Various Creative Commons
Jamendo Various Creative Commons
Wav-Caps Various Creative Commons, Youtube License (YouTube 2024b),
BBC'’s Content Licence for RemArc (BBC 2025)
GigaSpeech Many licenses, including 99% Invisible license (Visible 2025), Australian Broadcasting
Company license(ABC 2025), YouTube License(YouTube 2024b)

Table 6: Licenses of audio datasets
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Figure 11: Count of appearances of artist names and copyright claims in the AudioSet and Lakh datasets.



